Synchronized Sampling Uses for Real-Time Monitoring
and Control/RTGRM

Functional Design for Visualization Tools

Project Progress Report

Mladen Kezunovic
Ce Zheng

Texas Engineering Experiment Station

October 31, 2008



DISCLAIMER OF WARRANTIES AND LIMITATION OF LIABILITIES

THIS DOCUMENT WAS PREPARED BY THE TEXAS ENGINEERING EXPERIMENT
STATION (TEES) AS AN ACCOUNT OF WORK SPONSORED OR COSPONSORED BY
THE DEPARTMENT OF ENERGY (DOE) AND THE NATIONAL SCIENCE FOUNDATION
(NSF). NEITHER DOE, THE CONSORTIUM FOR ELECTRIC RELIABILITY TECHNOLOGY
SOLUTIONS THAT COORDINATED THIS RESEARCH, NSF, TEES, NOR ANY PERSON
ACTING ON BEHALF OF ANY OF THEM:

(A) MAKES ANY WARRANTY OR REPRESENTATION WHATSOEVER, EXPRESS OR
IMPLIED, (I) WITH RESPECT TO THE USE OF ANY INFORMATION, APPARATUS,
METHOD, PROCESS, OR SIMILAR ITEM DISCLOSED IN THIS DOCUMENT, INCLUDING
MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE, OR (Il) THAT SUCH
USE DOES NOT INFRINGE ON OR INTERFERE WITH PRIVATELY OWNED RIGHTS,
INCLUDING ANY PARTY'S INTELLECTUAL PROPERTY, OR (lll) THAT THIS DOCUMENT
IS SUITABLE TO ANY PARTICULAR USER'S CIRCUMSTANCE; OR

(B) ASSUMES RESPONSIBILITY FOR ANY DAMAGES OR OTHER LIABILITY
WHATSOEVER (INCLUDING ANY CONSEQUENTIAL DAMAGES, EVEN IF DOE OR ANY
DOE REPRESENTATIVE HAS BEEN ADVISED OF THE POSSIBILITY OF SUCH
DAMAGES) RESULTING FROM YOUR SELECTION OR USE OF THIS DOCUMENT OR
ANY INFORMATION, APPARATUS, METHOD, PROCESS, OR SIMILAR ITEM DISCLOSED
IN THIS DOCUMENT.



Table of Contents

EXECUTIVE SUMIMATY ...ttt sttt st seenaeeneenre e e enes 4
Part 1: INTrOUCTION .......oovieiiie ettt b e e srae e be e aeeere e 5
Part 2: Functional Design Of GUI..........ccoooiiiiiiiieee e 6
2.1 Structure 0f the GUI TOOIS........ccoiieicie e 6
2.2 EQUIPMENt MOEIS VIBW.........oouiiiiie ettt 7
2.2.1 Transmission Line TOWer MOEl .........cceeivviiiiieiiiiee e 7

2.2.2 Circuit Breaker MOdel ..........ooooviiiiii e 7

2.2.3 Models of Other EQUIPMENT...........coiiiiiieie et 9

2.2.4 GUI Design for Equipment Models VIEW .........cccevviiienininenieseeeiees 9

2.3 ACTTAI VIBW ...ttt ettt e e et e e eabe e e eaae e e eabe e e beeeenns 10
2.3.1 2-D Satellite IMAQE ...veeveeveicieee ettt 11

2.3.2 3-D MOUEI VIBW ...ttt 11

2.4 EIBCIIICAI WIBW .....cviiiieie ettt ettt et erae e e rre e e beeeenes 11
2.5 TOPOIOGICAL VIBW ...ttt ae e enes 13
2.6 HIEIArChICAl WIBW ...ttt ettt et e e s saban e e s sbren e e 14
Part 3: CONCIUSIONS ......viiitiecciec ettt ettt et be e saae e be e sbr e e ebeesaeeebeesneeas 16
3.1 ACCOMPIISNMENTS ... e enees 16
.2 FULUIE WOTK ...ttt ettt ettt ettt ettt e e st e e st e e eabe e e ebbeeeebbeeenbeeeanns 16
RETBIEINCES ...ttt s e et e e et e e be e sae e e beesaeeereesaeeebeeaaee s 17

YN o] 011 s o | ST URTPRSPRORTTRRPRN 18



Executive Summary

Prior work on the project explored requirement specifications for the control center
visualization tools. This report is the second deliverable from several consecutive
research and development activities.

During this second phase of the project, we focused our efforts on designing
functionalities of the proposed graphical user interface (GUI) software. A set of specific
solutions for the GUI applications, as well as the user interfaces have been discussed in
detail in this document. The main research achievements are:

The design for the overall control center visualization GUI tool has been specified
for future applications

The GUI has two parts: one for fault event view (fault location) and the other for
the power system monitoring view in the normal state (alarm processor).

The functions of GUI for each application module (fault location and alarm
processor) have been specified in detail;

For faulted systems, four different views are proposed: equipment model view,
aerial view, electrical view and topological view;

Hierarchical view is proposed for the purpose of supervision of normal state of
the power system;

Construction view and operational view using equipment models are designed to
better demonstrate behavior of different devices;

Both 2-D satellite image and 3-D models are integrated to represent an aerial view
module;

Real-time power flow and transmission line alarms are displayed in the electrical
view. Component connection and equipment status are shown in topological view;
Other features such as detection of cascading events and risk based failure
analysis for power apparatus could be added to the GUI in the future.

Now when the functional design for GUI has been specified, our investigation will
move on to the implementation specifications and development of the visualization tools.
As soon as the whole development of GUI is completed, on-site demonstration using
field cases will be carried out.



Part 1: Introduction

Utilities are striving to reduce outage time and improve quality of power delivery. An
effective way to accomplish this is to speed up fault location procedure through
automation of both data retrieval and fault analysis [1-3].

This project aims at addressing a set of visualization tools for future generation of
switchable networks, with a particular emphasis on visualization used in the control
center. The first phase of the project has explored the specific requirements for
developing the graphical software (see Appendix). This is the second report which
provides functional design specification for the visualization tools.

While designing the specific interfaces integrated in the GUI software, our main
objectives are the following:

o Obtained data and calculated results should be available to different user groups
involved in decision making and subsequent actions simultaneously ;

e The interactive view of the events should show both the physical environment that
surrounds fault location, as well as detailed views of the equipment involved in
fault clearing

o Create user friendly interface that helps the decision making process and does not
contain unnecessary details

Our goal is to make the graphical software transparent to users, meaning that the user
will not have to worry how the data is obtained as long as the information presented to
the user is highly descriptive. The best way to achieve this transparency is to understand
the user’s required tasks and incorporate that feature into the user’s interface [4, 5].

In the design process, we are trying to provide users with the availability of direct
manipulation of objects and actions of interest [6, 7]. For this purpose, component models
as well as satellite images are available in the GUL.

Specific designs have been described in Part 2. Several fundamental ideas such as
model manipulation, fault area view, power flow and alarm display have already been
incorporated in the user interface. Since our programming considers maintenance issues
as reported in the earlier document (see Appendix), future expansion of functionalities
may be added to our GUI as software development proceeds.



Part 2: Functional Design of GUI

Our proposed GUI software is composed of several functional modules: Equipment
Models View, Aerial View, Electrical View, Topological View and Hierarchical View.
Each of these application modules is implemented through a set of graphical user
interface (GUI) tools.

In this part, all the GUI application designs will be described in detail, including
various interfaces to the applications and users.

2.1 Structure of the GUI Tools

The general structure of the GUI software is shown in Figure 1. Visualization tools are
connected with different applications through local area network (LAN).
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Figure 1: Software Architecture

Information exchange is also achieved using local area network. Analysis results, after



being generated, will be transmitted from the application modules to the GUI software
and later presented to the operators through different graphical user interface tools.

Our visualization tools are designed to provide user with an easy way to access
relevant information when:

e Power system is in normal state;
o Fault is present and system changes its state;
o Power system changes its state from normal to faulted.

Four types of user interfaces will be developed in the case of faults occurring in a
power system. They are equipment models view, aerial view, electrical view and
topological view. When power system is running in a normal state, hierarchical view
interfaces will be deployed to monitor the whole power system. The following sections
are focused on describing the detailed designs of all of the four graphical user interface
modules.

2.2 Equipment Models View

In our proposed GUI system, various power system equipments will be modeled and
presented to operators through user interfaces. Currently the modeling of two types of
devices is being carried out: Transmission Tower and Circuit Breaker. The modeling of
several other equipments will proceed in the future. The design for Equipment Model
module is shown in Figure 2.

2.2.1 Transmission Line Tower Model

Transmission line tower is a complex structure that holds the transmission lines
through insulators. If a fault occurs on particular segment of transmission line, it is likely
that the fault will occur on the tower insulators. The tower structure varies with voltage
level and also depends on type of circuit it carries (single circuit, double circuit, etc).
Based on the conductor arrangements, towers can be classified into single-level, two-
level, three-level, etc. A construction view of the tower in 3-D is necessary to help the
maintenance crew visualize the type of the tower, insulators etc. before heading for the
actual fault site.

In our proposed user interface, the tower model view is designed so that the model can
be interactively rotated, enlarged, and reduced as needed.

2.2.2 Circuit Breaker Model
The second type of equipment to be modeled in our graphical software is circuit

breaker. Circuit breaker is an electro mechanical device which has several mechanical
components such as trip and close coils, trip and close latch mechanisms, connecting rod,



rollers, cams, etc. Visualization of these parts could help maintenance crew to make
better decisions for both diagnostic and maintenance purposes. Visualization of circuit
breaker mechanism is divided into two separate sections: constructional and operational
view,

Constructional view is basically a 3-D representation of the circuit breaker operating
mechanism. In our former work, a Westinghouse make vacuum circuit breaker of type 3
is used in developing the 3-D representation. This particular breaker is equipped with
spring operating mechanism (similar treatment can be applied to other types of operating
mechanisms such as pneumatic or hydraulic).

Similar to the tower model, it is possible to rotate and change size of the object in all
directions to gain better understanding of its constructional details.

Constructional View

Figure 2: Design of Equipment Models View

The operational view shows the animation of the operating mechanism while circuit
breaker operates. With availability of recordings from a circuit breaker monitor (CBM)
device, which records circuit breaker control circuit signals, each operation of circuit
breaker can be evaluated through an expert system analysis. The idea of operational view
is to show how the operating mechanism behaves during the operation of the circuit
breaker. As the operating mechanism is often enclosed in a box, it is not easy to visually



observe the movement of various parts. For selected CBM recording, corresponding
signals are correlated with mechanical movements of the circuit breaker.

2.2.3 Models of Other Equipment

Besides the tower and circuit breaker, there are several other equipment types which
need to be considered, for example, insulators, generators, transformers, etc. These
devices need to be modeled since faults are likely to occur on them. For example,
overstress in insulators result in small cracks, reducing their insulation strength, hence
possibly causing faults. By establishing their construction and operation models,
operators as well as other utility groups are able to better interpret causes and
consequences of a fault or better maintain the integrity of the system after a fault occurs.

2.2.4 GUI Design for Equipment Models View

The functional design of the user interfaces for Equipment Models View is shown in

Figure 3.
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Figure 3: Functional Design of Equipment Model Interfaces

For the purpose of better interaction between users and GUI software, the following
basic functionalities are designed and will be integrated in the user interfaces:
e Model zoom in and zoom out;
o Rotation and flip of the equipment model;



e 2-D and 3-D demonstration of the model operation viewed from all directions;

« Plotting the operation performance indicator within a time period specified by
USers;

o Compare the structure of a model with that of real equipment;

As the software development proceeds, new functionalities and features may be
designed and added to the user interface.

2.3 Aerial View

Once the fault location is calculated it is very important that is the details are
effectively presented to maintenance crew. The Aerial (satellite) View module translates
results from fault location report files into a view of the corresponding faulted zone.
Through this module it is possible to see physical environment of the faulted area, as well
as the behavior and status of equipment involved in the fault event.

The design of the Aerial View module is shown in Figure 4.
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Figure 4: Design of Aerial (Satellite) View



For the graphical user interfaces integrated in this module, two kinds of views are
designed to present data about the fault location:
e 2-D View: the fault line and fault location are marked on the 2-D satellite image,
while natural environment around fault location is kept;
e 3-D View: the 3-D model is exported for an interactive demonstration of the
constructional view of the transmission lines.

2.3.1 2-D Satellite Image

By clicking the button marked ‘2-D Satellite Image’, operators and related utility staff
can open the interface for the satellite view of the faulted area. In our design, several
features will be integrated in this interface:

« Satellite image of streets, traffic routes and terrain view;

e Zoom in and zoom out of specific area with the image;

« Automatic overlay of transmission lines on the satellite image;
o Automatic indication of the fault location on the satellite image;

2.3.2 3-D Model View

The 2-D satellite image doesn’t provide clear information about the type of the
transmission towers that experience the fault nor does it give information about the height
of other objects that surround the fault. To overcome these deficiencies, the 3-D model is
designed for an interactive demonstration of the constructional view of the transmission
line. For the demonstration purpose, the area is modeled manually as shown in Figure 4.
Several buttons are designed in the interface for the interactive changing of model size,
rotating of the model, and viewing the nearby environment.

For the proposed integrated software, the 3-D aerial view model should be generated in
run time by combining pre-modeled elements (e.g. houses, tress, etc.) according to a
topology scene file. This would speed up the process of modeling the environment and
decrease the required memory amount to store the data.

In the future, several new functionalities may be added to the user interface as the
development of software continues.

2.4 Electrical View

This is another independent module integrated in the visualization tools. Electrical
View includes the visualization of alarms, power flows [8], system one-line diagram etc.
As for the GUI, several basic functionalities are designed:

e One-line diagram of power system is established and updated using the real-time



data provided by applications;
« Once new fault event is processed the corresponding faulted line of the diagram
starts blinking. Description of the alarm is also presented to users;
o Power flow before and during the fault event is calculated and updated every
several seconds, and presented to operators through the interface;
The design of the Electrical View module is shown in Figure 5.
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Figure 5: Design of Electrical View

As is shown in Figure 5, the GUI has integrated functions which can facilitate
interaction with users. Except those basic operations such as zoom in and out, users can
run contingency analysis such as N-1 analysis to analyze system stability and security.
Related analysis reports as well as system power flow information can be stored in files
for future use. Similarly, as the software development continues and on-site
implementation begins, new functions may be added according to needs.



2.5 Topological View

The power grid topology describes connectivity of the various components in the
power system. In order to process retrieved fault event recordings, they must be related to
a specific position from which they are measured and the information how the
measurement positions were interconnected at the time of the fault occurrence. Therefore,
the system topology must be known. Beside the connectivity, it is necessary to obtain
information about component characteristics at a specific moment.

The design of the Topological View module is shown in Figure 6.
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Figure 6: Design of Topological View

The features incorporated in this module include:
o Updated system topology overview;



o Substation number and connectivity view;
« Fault description including accurate fault location and faulted line display;

o Component characteristic and real-time status display;

Users not only can zoom into specific area to check fault effect, component status and
so on, but they can also run analysis by changing system topology. Similarly, analysis
report and updated system topology can be saved for future use.

2.6 Hierarchical View

When system is in a normal state, real-time visualization and monitoring of the power
flow and related operation are necessary. The graphical software can import real-time
data by connecting to data sources that enable users to perform supervision and visual
analysis of power system operations. The Hierarchical View module is used to track
system behavior in normal state. Real time data are obtained from SCADA P1 Historian.

The design for Hierarchical View module is shown in Figure 7.
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As is shown above, the functions incorporated in this module include:
e Real-time monitoring of power system in normal state;
o Updating power flow and system topology display;
e Viewing both 2-D satellite image and 3-D model view are available;
o Selecting and editing subsystems easily;
e Calculating transmission transfer limits;
« Performing contingency analysis and saving analysis reports for future use;

As the software development proceeds and on-site implementation takes place, new
functions may be designed and added to the Hierarchical View GUI.



Part 3: Conclusions

3.1 Accomplishments

In this document, the functional design for the GUI tools has been researched in detail.
The following is a summary of the design progress so far:

The basic design for the overall control center visualization tools has been
provided;

The GUI has been divided into two parts. One is for fault event view. The other is
for monitoring normal power system state.

The functions of GUI for each application module the two applications have been
designed in detail;

For fault event in a power system, four different modules have been proposed:
equipment models view, aerial view, electrical view and topological view;
Hierarchical view is proposed for the purpose of normal state supervision of a
power system;

Construction view and operational view of Equipment Model are designed to
better demonstrate operation of the devices;

Both 2-D aerial (satellite) image and 3-D model are integrated in the Aerial View
module;

Real-time power flow and line alarms are to be displayed in Electrical View.
Component connection and equipment status will be shown in Topological View;
Several other interactive features such as contingency analysis and transfer limit
calculation are also designed to be integrated in GUI.

With the above achievements, the functional design for the control center visualization
tools has been completed.

3.2 Future work

So far, the GUI requirements specification work and functional design for visualization
tools have been completed. Next the implementation specification for the proposed
visualization tools will be investigated. After that, our research team will focus on the
deployment of the control center graphical software.

Field installation and in-service demonstration of visualization tools will be carried out
soon after the software is developed and deployed.
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Executive Summary

Real-time monitoring of power system conditions can help control center operators
maintain adequate situational awareness. This project addresses a set of visualization tools
for future generation of switchable networks, with a particular emphasis on visualization
used in the control center.

While synchrophasor measurements are proven to enhance awareness of system
operators, it remains unresolved how user interfaces that will aid operators in making
decisions should be incorporated in existing interfaces for SCADA functions. This project
is aimed at developing an integrated visualization tool that will seamlessly incorporate
time correlated information from synchrophasor measurements, SCADA and non-
operational data. This will result in intelligent operator tools for alarm processing, fault
analysis and breaker switching management, which will increase the effectiveness of
power system visualizations and reduce the time needed to make decisions.

The first phase of the project addresses requirements specifications for the visualization
tools. A set of achievements obtained and reported in this document are:

* The applications of alarm processor and fault location have been specified;

* The data sources and data preprocessing have also been specified. CIM format and

XML file format have been used for data storage and exchange;

* The inputs, outputs, and information processing structure of each application have

been summarized and described in detail;

* Control center server is introduced for on-line collection of information from

substation applications and SCADA database. A server/client network is established;

* The information exchanging mechanism between control center server and client

computers has been demonstrated;

 Different modules within the software have been designed to execute different

functionalities. 2-D, 3-D and satellite views are designed to be incorporated in the
software to increase the effectiveness of power system visualization;

* By assembling different modules according to their inherent relations, the architecture

of the whole data/application/visualization system has been presented,;

* Responsibilities of operators and each utility group have been specified. Several other

considerations have been discussed.

This report is the first step out of several consecutive research and development
activities. Next the functional design and implementation specifications for the
visualization tools will be explored. The new tools will be demonstrated using filed cases
from ERCOT and CenterPoint Energy. In addition to the participation from organizations
acting as the field demonstration hosts, this project will be supported by industry advisors
from AEP, Oncor, FirstEnergy, and HydroOne.



Part 1: Introduction

This section summarizes the background of different applications and main motivations
for exploring the opportunities of developing new integrated interface which will aid
operators in their decision making process.

1.1 Intelligent alarm processor

Alarms are typically generated in power system control centers any time one of two
categories of following events happens [1]:

* An analog value measured by a transducer passes an operation constraint, e.g., an

overload in a transmission line, an under-voltage or an over-voltage at a bus;

* Adigital status value changes state, e.g., the opening or closing of a circuit breaker, or

the detection of an excessive temperature alarm point set in a transducer.

With the growth of power system complexity, a major disturbance could trigger
hundreds or even thousands of individual alarms and events, clearly beyond the ability of
any control center operator to handle. To adapt to the new situation, intelligent alarm
processor has been developed to aid operators recognize the nature of the disturbances. An
efficient alarm processor has the ability to analyze complex events efficiently within a
time constraint, and provide prioritization of alarms. More specifically, the intelligent
alarm processors (IAP) are developed to meet the following needs [2]:

* Reduce the number of alarms presented to the operator;

* Convey a clearer idea of the power system condition causing the alarms;

* Recommend corrective action to the operator if such action is needed.

Traditionally, the research focus is on the improvement of hardware and software of
alarm processing to guarantee that no alarms are lost when an event triggers a series of
alarms within a short period of time. Now that the synchronized sampling technique is
gradually being deployed, it is possible to have high precision assessment of the alarm
occurrence and sequences leading to a possibility for automated cause-effect analysis at
the substation or SCADA level.

Recently an advanced alarm processor has been proposed, which combines alarm
processing techniques at both the Substation Automation System (SAS) level and the
Energy Management System (EMS) level. Accurate alarm interpretations could be made
by computers in a very short time after an event happens, without the intervention of
control center operators [3].

Once the alarms are prioritized and processed, the analysis results can be conveyed to
the control center where operators are then able to handle the system conditions according
to the recommended actions.

This requirements specification relates to the Intelligent Alarm solution reported in [2].
This application, while less effective than solution reported in [3], is easier to implement
since it only requires SCADA data and selected data from protective relays located in
substations.



1.2 Optimized fault location

A continuous and reliable electrical energy supply is the objective of any power system
operation. However, faults inevitably occur in power system due to bad weather,
equipment damage, equipment failure, environment changes, human or animal
interference and many other reasons. Once fault event in power system occurs, different
Intelligent Electronic Devices (IEDs) automatically recognize the fault as abnormality.
Since it is essential that accurate information about fault location (FL) and its nature is
provided as fast as possible, various fault location algorithms have been presented in the
literature in the past. These algorithms can be categorized into three major types with
respect to the placement of measurements: single-end, multi-end and system-wide sparse
measurements algorithms. The spatial and temporal considerations indicate that there is no
universal FL algorithm suitable for all situations. In order to be able to evaluate which
algorithms are applicable for a given fault event, different data sources (measurements)
have been utilized and the idea of optimized fault location which takes into account both
temporal and spatial considerations has been proposed [4, 5] In the case data from two
ends of faulted transmission line are available, the two-end FL algorithm is the most
accurate approach and should have priority. In the case of the two-end algorithm, if input
samples are synchronized, synchronized sampling two-end algorithm is the most
appropriate [6, 7]. Otherwise it is checked whether data from only one end of the faulted
line is available.

Once the fault location is calculated, it is very important that the fault reports are
effectively presented to operator. In addition, communication between control center and
utility groups such as maintenance crew and protection engineers is essential. Knowing
the real-world environment around fault location and construction of involved equipment
enables utility staff to clear fault quickly and efficiently. Designing user interfaces that can
effectively convey the results of fault analysis still remains a challenge in the utility
industry [8].

1.3 Cascading outage analysis and optimized maintenance

The cascading outage is a more severe kind of system disturbances, which refers to the
uncontrolled successive loss of system elements triggered by a disturbance. Large area
blackouts are always the final results of the cascading outages [9]. How to detect, prevent
and mitigate cascading outages becomes more and more focus in recent research. In our
project, the proposed visualization tool we will incorporate an option for inclusion of an
application module that contains state-of-the-art cascading analysis approach, which can
provide operators with a clear idea of the cause and possible impacts of complex events.

Besides cascading outage analysis, some other applications such as condition-based
maintenance of circuit breakers will also be considered in the specification of the new
visualization software. By presenting the analysis results through GUI, operators, as well
as maintenance crews and protection engineers will be able to monitor and evaluate real-
time conditions of both power system and its components.

Figure 1 summarizes the objectives and expected contribution of our developments.



Figure 1: Objectives of the integrated tools for Graphical User Interface (GUI)



Part 2: Requirements Specification

This section discusses the proposed requirements specifications for the integrated
graphical tools. The information exchange between GUI and new applications such as
intelligent alarm processor and optimized fault location has been specified. Synchronized
samples, Synchronized phasor measurements, SCADA database and other information
obtained from IEDs have been utilized as the input data sources. The data processing
structure as well as specific outputs of each application have been demonstrated and
compared.

2.1 Data sources and applications

Currently, the time correlated information in power systems is obtained mainly through
three types of equipments: Remote Terminal Units (RTUs) from SCADA, GPS-based
equipments (e.g. PMUs), and some other IEDs (e.g. DPR, DFR) installed in substations.
Each type of measurement methods has its own particular application areas [9]. In order to
fully utilize these recorded data, it is very important that information from various data
sources, i.e. synchrophasors, SCADA PI historian database and IED non-operational data
can be retrieved and integrated. Since different measurement equipment produces data in
quite different formats, the conversion of data into certain standard formats is also
necessary [10, 11]. Figure 2 gives the relationship between data sources and their
applications. It also describes the general relationship between applications and our
proposed control center visualization tools.
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Figure 2: Data sources, applications and control center visualization options



As shown in Figure 2, as soon as the recorded data has been integrated and converted to
applicable data files, they are processed in different application modules, including
optimized fault location, intelligent alarm processing, and several other applications (e.g.
cascading analysis and optimized maintenance). The processing results are then carried to
the control center and presented to operators through the proposed visualization tools.
According to our design, three categories of views will be provided by the visualization
software. They are: Construction Model Graphics, Satellite View and System Electrical
Topology View. They will be further explained later on in this section.

2.2 Specification of applications

Figure 3 illustrates the hierarchy of the visualization system. From the bottom layer, data
collected from GPS-based devices, SCADA and other IEDs are transmitted to the
applications located at a higher layer. Commercial software such as PowerWorld, ATP-
EMTP and PSS/E are located at the bottom layer and are utilized in short circuit
calculation and fault analysis needed within application modules. The control center
visualization tools are customized developments that are obtaining information directly
from the applications, located at the second layer.

Layer I:

- E Control Center Visualizaiton Tools
Control Center

[ |

[

Layer 2: Intelligent Alarm Optimized Fault Other
Applications Processor Location Applications

[.’
; Svnchrophasors
! from PMUs
I

Layer 3: i : Data from other

Data Sources | : IEDs
& Commercial | i |
Software :‘ E SCADA Data

-

Figure 3: Hierarchy of the visualization system

To define the exchange of information between application modules and control center,
we need to know first what the inputs to the applications are, the data requirements of each
functional module, their specific data processing structures, and the outputs. All of these
have been specified in detail in this section.

S S S R S —————



2.2.1 Intelligent alarm processor

As is stated in Part 1, the intelligent alarm processor solution proposed in our research
has been reported in [2]. The information processing structure of this alarm processor is
demonstrated in Figure 4.

G SCADA
b __4—— 5 Master
, 5 Computer
Real-time Data Base Control Center

Substation B

Substation A

Substation C

Figure 4: Information processing structure of intelligent alarm processor

Usually SCADA PI historian database and measurements from Remote Terminal Units
(RTUs) are the data sources for alarm processor. In our solution illustrated in Figure 4,
only SCADA data and selected data from protective relays located in substations are
required. Since the synchronized sampling technique is being gradually deployed, it is
possible to have high precision assessment of the alarm occurrence and sequences leading
to a possibility for automated cause-effect analysis at the substation level and/or control
center level. The data requirements for intelligent alarm processor are listed in Table 1.



Table 1: Data requirements for intelligent alarm processor

Type of Function A
Data Module Inputs Description
This input file includes the opening
CB status change alarms and closing information of circuit
breakers.
Control The data and alarms are obtained and
System Center Over-current alarms : !
Level Alarm provided by SCADA.
Processor is file i i
Relay operation data around This file is always uged to verify the
. correctness of analysis results of 1AP.
the time of occurrence of the , . -
It’s not necessarily used in alarm
alarm X
processing.
Local . .
Level Substation RTU data and selected data from protective relays

2.2.2 Optimized fault location

The optimal fault location method selects a suitable fault location algorithm from three
types of algorithms: two-end synchronized sampling FL algorithm, single-end phasor-
based FL algorithm and system-wide sparse measurement based FL algorithm. The
measurement equipments used are sparsely located Digital Fault Recorders (DFRs) or
other GPS-based IEDs (e.g. PMUSs) in the future. Commercial programs like PSS/E and
PowerWorld have been utilized to run power flow analysis and visualize the fault location
[12, 13]. The detailed descriptions of the field data needed for this application are listed in

Table 2.
Table 2: Data requirements for optimized fault location
Type of Function .
Data Module Input Data Description
Power flow raw data This file contains power flow system
Power Flow . . specification data for the establishment of a static
. from: Input data files for . -
Analysis * power system model. This data is used by PSS/E
PSS/E (*.raw) .
to run the power flow analysis.
Tuning of . L .
: SCADA data from: SCADA | This file contains the latest load, branch and
Static . . !
Pl historian generator data to tune the static system data with
System datab he actual pre and post fault condit
Model atabase the actual pre and post fault conditions
System — - -
. This file contains the negative and zero sequence
Level L Sequence impedance data . -
Short Circuit i . impedance data needed for short circuit study. It
from: Input data files for . :
Study - is used by PSS/E to add the impedance data to
PSS/E (*.seq) .
the case of interest.
System binary data and
Visualization graphical data These files are used by the PowerWorld
of Fault from: Input data files for Retriever to visualize the fault location. It
Location Power World Retriever contains power system binary and graphical data.

(*.pwb and *.pwd)




Recorded data during faults
from: DFR configuration
(*.cfg) and data (*.dat)

These files are the fault events data to be used by
Optimal Fault Location algorithm.

Local Fault

The “Interpretation File” contains information
that relates the channel numbers to the monitored
signals. It also represents the correspondence
between the nomenclature used in the DFR files
and those used in the PSS/E file.

Level Location Substation interpretation data

from: Interpretation Data
(*.int) for each Substation of
interest

The information processing structure of optimized FL is shown in Figure 5.
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Figure 5: Information processing structure of optimized fault location
2.3 Information exchange specification

Once the data processing has been accomplished within application modules, analysis
results as well as detailed reports should be exported to the control center visualization
tools and presented to operators as fast as possible. The proposed visualization tool is
responsible to collect application outputs, integrate them and display them to the operators.

Before exporting data and reports from application modules to the operators, it is very
important to specify what the outputs of different applications are and in what format the
output information is. The outputs of both intelligent alarm processor and optimized FL
are shown in Table 3.




Table 3: Description of application outputs

Application Outputs Original format

Timestamp

Saved in Windows EXCEL;

Intellrlgcegfsﬁlrarm Analysis result Analysis result and suggested
P (IAP) Suggested actions actions, as well as additional

information
Additional information

Estimated fault section

OptLﬁ;::Zaegoiault (Bus No. at faulted line at two ends) PowerWorld Retriever’s
(OFL) Fault location within the estimated section | format; Saved in XML file;
Fault type

It can be observed that different applications have different formats for output files. In
order to efficiently exchange information between applications and the proposed
visualization tools, the following requirements must be satisfied:

* A web-based file sharing system between control center computers should be
established, which could provide a method for sending and receiving digital data files
over the network.

* Since the application output reports are produced and updated from time to time, an
on-line data transmission and storage method is required.

 Since the outputs of applications serve as inputs to the visualization tool, a data
adapter (or data converter) should be utilized to convert different data files into the
same file with a uniform format before transmitting them to the visualization tool.

To meet the needs of data exchange between different applications and control center
visualization tools, an information exchange structure is proposed and demonstrated in
Figure 6. It possesses the following features:

(1) The Common Information Model (CIM) [14], which is defined in IEC-61970, is
utilized as standard data modeling format. Synchronized samples from IEDs are
preprocessed and converted into CIM format in substation;

(2) After converted to CIM format, metadata is stored to an XML file. Application
modules will use this file to carry out analysis. Outputs from all applications will
also be converted to CIM format through data adapters.

(3) XML file which contain outputs of applications will be sent to Control Center Server.
The server, which is located in equipment room, is responsible for collecting and
saving data files from applications and SCADA PI historian database. It is also
connected to client computers through a Local Area Network (LAN). Information
exchanging between server and clients is completed within the network;

(4) The server and client computers are connected via Java Remote Method Invocation
(Java RMI). The Java RMI system allows an object running in one Java virtual
machine to invoke methods on an object running in another Java virtual machine.
RMI provides for remote communication between programs written in the Java
programming language.




(5) The proposed visualization tools will be installed in all client computers. Once an
event occurs in power system, clients will receive fault reports from the server.
Analysis results of different applications will be properly presented to operator
through Graphical User Interfaces which are incorporated in the visualization tools.
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Figure 6: Information exchange structure
2.4 Functionalities of the visualization tool

The main objective of developing the control center graphical tools is to aid operators in
monitoring and handling events in the entire system more efficiently. Thus the proposed
visualization tool should have the following functionalities:

» Cause-effect report generation, which provides detailed fault report for both simple

and complicated (multiple) system disturbances;

* Recommended solution suggestion which specifies recommended switching actions

and other operating schemes for operators to adopt;

* Graphical User Interfaces which provide user-friendly display of results from different

applications.

2.4.1 Cause-effect Report Function



The cause-effect report function is incorporated in the visualization tools. This function
is used for interpreting fault reports conveyed from alarm processor and cascading
analysis applications. A full description list including definition of an event, its cause and
possible impacts to the system will be presented to operators.

After the information processing has been accomplished, the description list will be
stored in different JAVA objects for further uses.

2.4.2 Recommended Solution Function

Similarly, the Recommended Solution function is also incorporated in the integrated
graphical tools. It is responsible for extracting and forming recommended actions from the
fault reports generated by application modules such as alarm processor and cascading
analysis.

After the information processing has been accomplished, the recommended solutions
will be stored in different JAVA objects for further uses.

2.4.3 Graphical User Interfaces

The GUI is the core part of our proposed visualization software. The following
visualization functions will be incorporated in the graphical tools:
e Equipment Models (circuit breaker, tower, etc.)
o Aerial View (satellite view)
o Electrical View (alarms, power flow, etc.)
e Topological View (system one-line diagram)
e Hierarchical View (normal state monitoring)

The design of graphical user interfaces has been outlined in Figure 7.

Once an event or several complex events occur in power system, field measurement
data collected from substation will be immediately sent to the alarm processor module.
The alarms will be analyzed efficiently within a very short time period. A judgment
whether a fault happened in the system will be made quickly. If a fault is confirmed, a
comprehensive description of the power system condition causing the alarms will be
generated by intelligent alarm processor, and then be conveyed to the control center
through cause-effect function. Meanwhile the GUI will pop up a notification (with alarm
sound) to inform operators that an event of interest has occurred.

In addition, the fault reports produced by alarm processor will also be conveyed to
optimized fault location and cascading analysis modules. Further calculation and analysis
will be carried out there. Reports from fault location module will be sent to visualization
tool and processed in order to show the 2-D and 3-D pictures. Operators are able to take a
comprehensive view of the geographical environment around fault location via 2-D and 3-
D (and satellite, if available) pictures.

Report from cascading analysis module will be conveyed to cause-effect report as well
as recommended solution functions, which will in turn produce a full fault description list
and recommended actions. By uploading this information into the client GUI, the software



will enable operators to get much detailed understanding of the fault and its possible
cascading impacts on the entire system. It will also provide recommended actions for
operators to prevent or mitigate cascading outages.
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Figure 7: Functionalities of Visualization Tool

It should be noticed that 2-D, 3-D and satellite visualization are also designed to be
available under system normal state. Hierarchical view is provided in this case. It will be
used for operators to monitor the entire system conditions such as real-time power flow
and component conditions on-line.

In summary, when fault occurs, the proposed graphical tools not only possess
construction model view such as circuit breaker model or transmission tower model, but
also provide aerial view, electrical view and topological view to aid operators collecting as
much information about the geographical environment of the fault area as possible.
Examples of the proposed 2-D and 3-D (aerial) graphics of one fault location case are
demonstrated in Figure 8.



Figure 8: 2-D and 3-D view of the fault location



Part 3: Proposed System Architecture

In Part 2, we have specified the data inputs and outputs, information processing
structure and requirements specification for each application module as well as the
proposed visualization tool. In this section, an integrated control center GUI system will
be presented by assembling all those existing modules together. Both the functional
architecture and physical connection of the system will be proposed.

3.1 Roles of operator and utility groups

After the preprocessing of sampled data in substations and applications modules, the
control center equipped with visualization tools will now have two distinct features
comparing with those of traditional EMS system:

* The substation data and extracted information are shared with different utility groups,
including protection engineers, dispatchers, maintenance technicians, etc., making
sure the data/information are presented in the form most suitable for a given group;

» Each group receives the best information since the origin of substation data becomes
transparent to the users and what they receive is the best information obtained using
all available data.

There are several advantages of doing this:

* The information, not data, is sent from substations to the upper levels for the operators
to be able to use it in real-time. The information is extracted from the data in the time
frame allowing real-time use. This prevents the communication bottleneck. The raw
data, if needed, is sent at a later time when the communication traffic is not so
intensive;

* The local information is extracted close to the source using abundance of IED data
synchronized using GPS receivers. If a coordination of local conclusions is needed for
system-wide analysis, this can be accomplished at a centralized location through
further exchange of information.

In the proposed system architecture, each utility group will be equipped with a
computer with GUI client installed. The clients together with the server are interconnected
through a Local Area Network. Operator is at the top level and responsible for monitoring
real-time system conditions. Other utility groups also receive information from client
computers. The information they receive is not necessarily the same as the one received by
the operator, but it is the most relevant information that pertains to their particular
responsibilities.

Once an event occurs, the visualization tools will inform operator immediately.
Operator could then assign tasks to different groups according to the fault reports and
recommended solutions. The maintenance crew will be requested to repair system
components identified with accurate fault location while protection engineers will be
asked to analyze the fault clearance sequence and dispatchers will be required to re-



dispatch the power generation and load flow to balance the whole system.
3.2 Functional architecture of GUI system

The proposed architecture of the GUI system is shown in Figure 9.
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Figure 9: Architecture of the GUI system



Part 4: Other Considerations

Security and maintenance are two fundamental considerations in software development.
They have been broadly discussed in this section.

4.1 Security consideration

For the system architecture shown in Figure 8, once the server/client connection has
been established, network administrator needs to assign particular accounts and passwords
for different utility groups. User identification is strictly verified using user authorization
and authentication techniques.

Different utilities will have different procedures for authorization and authentication for
the use of the visualization software. Each module and interface should only be accessed
by particular utility group who is responsible for that part. Any other groups or individuals
will not be allowed to access this module and related graphical user interfaces.

Training of utility staff is necessary before they are permitted to use the visualization
software. This is not only for the reason of the security of the local area network, but also
for the safety of the entire power system, because any unauthorized or improper operation
may cause Very severe consequences.

4.2 Software maintenance consideration

In software engineering [15], software maintenance is the modification of a software
product after delivery to correct design faults, to improve performance or other attributes,
or to adapt the product to a modified environment (ISO/IEC 14764).

Our proposed visualization software requires a group of computer engineers for
continuous maintenance after it has been installed in control center. The responsibilities of
the maintenance group include:

* Monitoring software configuration and on-line application performance;

Handling problems identified during software utilization;
Proposing solutions to any new requests from users
Making software modification;

Updating or replacing outdated software.



Part 5: Conclusions

5.1 Accomplishments

The requirements specification for linking the proposed GUI with intelligent alarm
processor and optimized fault location has been researched in detail.
The following is a summary of the research progress achieved so far:

e The applications of intelligent alarm processor and optimized fault location have
been outlined.

e The data sources and their preprocessing before utilized in application modules
have been specified. CIM format and XML file have been introduced for data
storage and exchange respectively.

e The inputs, outputs, and information processing structure of each application have
been summarized and described in detail. Control center server is introduced for
on-line collecting of information from new applications and SCADA database. A
server/client network is established.

e The information exchanging mechanism between control center server and client
computers has been described. A general structure of the visualization tools has
been presented.

o Different modules have been designed to execute different functionalities. 2-D, 3-
D and satellite views are proposed to aid operators better monitoring the system.

e The architecture of the integrated data/application/visualization system has been
presented. Responsibilities of operators and each utility group have been specified.
Several other considerations have been discussed.

With the above accomplishments, the research on requirements specification of the
visualization tools for intelligent alarm processor and optimized fault location has been
completed.

5.2 Future work

Since the specification work for the software has been completed, our research will
focus on the development of the control center visualization tools as the next step.
Functional design for visualization tools will be investigated first. Then the
implementation specification for visualization tools will be explored.

Field installation and in-service demonstration of visualization tools will be carried out
soon after the software is developed.
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